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Spatial forecasts are made at many
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Visual ("eyeball") verification

Visually compare maps of forecast and observations

Advantage: "A picture tells a thousand words..."

Disadvantages: Labor intensive, not quantitative,
subjective
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Matching forecasts and observations

Point-to-grid and <>/
grid-to-point

Matching approach can
Impact the results of the
verification
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Matching forecasts and observations

Forecast grid

= Grid to grid approach

Overlay forecast and :
observed grids
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Traditional verification approaches

Compute statistics on forecast-observation pairs

Continuous values (e.g., precipitation amount,
temperature, NWP variables):
mean error, MSE, RMSE, correlation

anomaly correlation, S1 score

Categorical values (e.g., precipitation occurrence):

Contingency table statistics (POD, FAR, Heidke skill score,
equitable threat score, Hanssen-Kuipers statistic...)
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Traditional spatial verification using
categorical scores Contingency Table

Observed

yes no
- Yes hits false alarms
3
5 : correct
S no misses .
o negatives
o

hits + false alarms

FBIl = , ,
False hits + misses
alarms hits falsealarms
POD = — _ R =
hits + misses hits + false alarms
TS = . hits
hits + misses + falsealarms
Forecast Observed
ETS - hits - hits,,,.om

hits + misses + false alarms - hits, .o,
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PODy=0.39, FAR=0.63, CSI=0.24
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High vs. low resolution

Which forecast would you rather use?

Mesoscale model (5 km) 21 Mar

Global model (100 km) 21 Mar 2004

Observed 24h rain
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Traditional spatial verification

Requires an exact match between forecasts and
observations at every grid point

Problem of "double penalty" - \
event predicted where it did not )
occur, no event predicted where
it did occur /
“ys Hi res forecast Low res forecast
Traditional scores do not say RMS ~ 4.7 RMS ~ 2.7
very much about the source or g7 AR FOR-T, FARZ07

nature of the errors
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What's missing?

Traditional approaches provide overall
measures of skill but...

They provide minimal diagnostic information
about the forecast:

What went wrong? What went right?
Does the forecast look realistic?
How can | improve this forecast?
How can | use it to make a decision?

Best performance for smooth forecasts

Some scores are insensitive to the size of the
errors...
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Spatial forecasts
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New spatial verification techniques aim to:
account for field spatial structure
provide information on error in physical terms
account for uncertainties in location (and timing)
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New spatial verification approaches

Neighborhood (fuzzy) verification methods
give credit to "close" forecasts

Scale decomposition methods
measure scale-dependent error

Object-oriented methods
evaluate attributes of identifiable features

Field verification
evaluate phase errors
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Spatial Verification Intercomparison
Project

Begun February 2007

The main goals of this project are to:

Obtain an inventory of the methods that are available and their
capabilities
|dentify methods that

may be useful in operational settings

could provide automated feedback into forecasting systems

are particularly useful for specific applications (e.g., model diagnostics,
hydrology, aviation)

|dentify where there may be holes in our capabilities and more
research and development is needed

N\
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Spatial Verification Intercomparison
Project

m http://www.ral.ucar.edu/projects/icp/index.htmi

Test cases i i

RINCAR

Inter-Comparison Project | R S

Results

You are here: NCAR ¢ RAL « WSAP + Forecast Evaluation and Applied St ics « ICP

Home Spatial Forecast Verification Methods Inter-Comparison Project 20l
Subseribe to About the ICP \ |V 4%
P a p e rS 1CP E-mail List" out the > oo wiamien
RESEARCH PROGRAMME

5 X Recent advancements in weather forecasting and observational systems
Special Collection of

e have created great improvements in resolution and prediction. However,

Forecasting use of standard verification practices often indicate poorer performance Related ks

Data Caces bef:ause, gmqng other things, they are unablg to account fpr gmall—scale Forecast Evaluation and Applied Statistics at

C noise or discriminate types of errors such as displacement in time and/or NCAR's RAL
O d e Meetings space (see papers in the references section). This issue has motivated RN \

recent research and development of many new verification techniques for Forecast Verification Reading Group

St har?dling spatial forecasts. The intent gf this projeq‘. is to cqmpare the . P N VAN
various newly proposed methods to give the user information about which

References methods are appropriate for which types of data, forecasts and desired Model Evaluation Tools (MET)
forecast utility.

Initial Results RAINVAL - QPF Verification

Research Lead: Eric Gilleland
Contact

News

Version 2.0 of MET -- Model Evaluation Tools has been released! The
software is designed to "be a highly-configurable, state-of-the-art suite
of verification tools." The pacakge includes new spatial forecast
verification methods, such as IS, MODE, and some neighborhood
methods. Other methods are being added as well.

New and soon to be published papers on spatial forecast
verification

A special collection of papers to Weather and Forecasting is being
prepared. The first papers in the collection will be appearing soon. Click
here for more information.

*any information collected is used solely to determine the legitimacy of
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Neighborhood (fuzzy) verification methods
—> give credit to "close" forecasts
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Neighborhood verification methods

Don't require an exact match between forecasts and
observations

Unpredictable scales

Uncertainty in observations

Look in a space / time neighborhood around the point of

interest ]
/ T

/ % / t
/ ﬁﬁ/ t+ 1

Evaluate using categorical, continuous, probabilistic
scores / methods

Frequency

Forecast value
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Neighborhood verification methods

Treatment of forecast data within a window:
Mean value (upscaling)
Occurrence of event* somewhere in window
Frequency of events in window - probability
Distribution of values within window

May also look in a neighborhood of observations

& observation

o

= H H H forecast

(D)

Ll H [Fim
Rainfall

* Event defined as a value exceeding a given threshold, for example, rain
exceeding 1 mm/hr
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Oldest neighborhood verification
method - upscaling

Average the forecast and observations to successively
larger grid resolutions, then verify using the usual metrics:

Continuous statistics — mean error, RMSE, correlation coefficient,
etc.

Categorical statistics — POD, FAR, FBI, TS, ETS, etc.

TS

0 Scale (km) 1000
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Fractions skill score
(Roberts and Lean, MWR, 2008)

= We want to know
How forecast skill varies with neighborhood size

The smallest neighborhood size that can be can be used to
give sufficiently accurate forecasts

Does higher resolution NWP provide more accurate forecasts
on scales of interest (e.qg., river catchments)

Compare forecast fractions
with observed fractions (radar)
In a probabilistic way over
different sized neighbourhoods

1 N
N 2 ("chst - Pobs )2

FSS=1-

1 , 1Y 5 Fraction = 6/25 = 0.24 Fraction = 6/25 = 0.24
ZF)fcst +2Pobs
N £ N £ observed forecast
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Fractions skill score
(Roberts and Lean, MWR, 2008)

FSS
Perfect 11 satul scales i Too much smoothing asymptotes to value
skill : that depends on the
E frequency bias
' (1if no bias)
0.5 + fy/ 2 f=--- ommmeneee 1“”"0”“ target skill
i Present §
i output !
t onthese 1
fy i scales
No skill 0Lt~ _ |
grid scale entire domain

Spatial scale

(length of neighbourhood squares)
f,=domain obs fraction
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Spatial multi-event contingency table
Atger, Proc. Nonlin. Geophys., 2001

Experienced forecasters interpret output from a high
resolution deterministic forecast in a probabilistic way

: R "high probability of some heavy rain near Sydney",
not "62 mm of rain will fall in Sydney"

« The deterministic forecast is mentally "calibrated" according to
how "close" the forecast is to the place / time / magnitude of
interest.

Very close - high probability
Not very close = low probability
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Spatial multi-event contingency table
Atger, Proc. Nonlin. Geophys., 2001

Verify using the Relative ’
Operating Characteristic (ROC) 00| ,. L

07

06 |

Measures how well the forecast can
separate events from non-events
based on some decision threshold

Hit Rate

o s;ingle tbreshold

0 : i : : :
0 01 0203 04 0506 07 08 09 1
False Alarm Rate

Decision thresholds to vary:
magnitude (ex: 1 mm h-' to 20 mm h-7)
distance from point of interest (ex: within 10 km, .... , within 100 km)
timing (ex: within 1 h, ..., within 12 h)
anything else that may be important in interpreting the forecast
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Different neighborhood verification methods have
different decision models for what makes a useful
forecast

Neighborhood method ':';;‘;2;’;? Decision model for useful forecast

Upscaling (Zepeda-Arce et al. 2000; NO-NF Resembles obs when averaged to coarser scales
Weygandt et al. 2004)

Minimum coverage (Damrath 2004) NO-NF Predicts event over minimum fraction of region
Fuzzy logic (Damrath 2004), joint i :

orobability (Ebert 2002) NO-NF More correct than incorrect

Fractions skill score (Roberts and NO-NF Similar frequency of forecast and observed events
Lean 2008)

Qggg;related RMSE (Rezacova et al. NO-NF Similar intensity distribution as observed
Pragmatic (Theis et al. 2005) SO-NF Can distinguish events and non-events
CSRR (Germann and Zawadzki 2004) SO-NF High probability of matching observed value
gnolg?)' event contingency table (Atger SO-NF Predicts at least one event close to observed event
Practically perfect hindcast (Brooks et SO-NF Resembles forecast based on perfect knowledge

al. 1998) of observations

*NO-NF = neighborhood observation-neighborhood forecast,
SO-NF = single observation-neighborhood forecast

from Ebert, Meteorol. Appl., 2008



Moving windows

For each combination of neighborhood size and
iIntensity threshold, accumulate scores as windows
are moved through the domain

observation forecast

4th Int'l Verification Methods Workshop, Helsinki, 4-6 June 2009
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" JT
Multi-scale, multi-intensity approach

= Forecast performance depends on the scale and
intensity of the event

Spatial scale {km)

Fractions skill score

1275
845
FSS
325 1
0.s good performance
165
0.8
85 0.7
0.80
45 0.5
0.4
25 0.3
0.20
15 0.1

5(0.35 0.34 0.28 0.24 0.19 D0.17 0.18 0.03

0.1 02 05 1 2 5 10 20 50
Threshold {rnm)

w1 -, ,poor performance
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Example: Neighborhood verification of
precipitation forecast over USA

ST2mI_2005060100.g240.txt  precip. vol. 1.2757 km® wrf2cops_2005053100.9240.124.txt  precip. vol. 1.5230 km®
-112 -108 -104 -100 -96 -92 -88 -84 -80 -112 -108 -104 -100 -96 -92 -88 -84 -80

hundredths of on

How does the average forecast precipitation improve with increasing
scale?

At which scales does the forecast rain distribution resemble the
observed distribution?

How far away do we have to look to find at least one forecast value
similar to the observed value?

4th Int'l Verification Methods Workshop, Helsinki, 4-6 June 2009
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1. How does the average forecast precipitation
improve with increasing scale?

Upscaling method

Upscaling

— S—
516 =

f —

Spatial scale {km)
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o> o
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| l 1

o
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" A
2. At which scales does the forecast rain
distribution resemble the observed distribution?

= Fractions skill score

Fractions skill score

FSS

1.0
= 0.20
13 0.9
s 008 0.8
3 0.7
5 0.04 0.6
-og'- 0.5
@ 0.48 0.0 0.02 0.4
0.3
0.16  0.07 0.1 0.2
0.1
043 005 0.0 ] O-g 1

1 2 5 10 20 50
Threshold {rmm)
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" A
3. How far away do we have to look to find at least
one forecast value similar to the observed value?

= Multi-event contingency table

Multi—event cont. table

0.9

— 132 0.8
3 0.7
@ 68 0.8
§ 0.5
5 36 0.18 i
.g 0.3
fal
@ 20 042 0.03 0.2
0.1
12| p25 047 009 0.01 0.0

4| 048 Q.11 0.06 0.01

1 2 5 10 20 50
Threshold {rmm)
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Scale separation methods
—>scale-dependent error
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Intensity-scale method
Casati et al., Met. Apps., 2004

Evaluate the forecast skill as a function of the intensity and
the spatial scale of the error

NIMROD Analysis 29/05/99 15:00 NIMROD Forecast T+3h 29/05/99 15:00

mm/h mm/h
R — 128 128

b L% 2/ 64 64

T &7 32 32

‘S 16 16

8 8

4 4

2 2

LS 1 ]
' 1/2 . 1/2
1/4 1/4

1/8 . 1/8
1/16 1/16
1/32 1/32

P —0

Precipitation analysis Precipitation forecast
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Intensity threshold = binary images

Binary analysis u=1 mm/h
e

Binary error

Binary forecast

-
=
2T e e
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Scale = wavelet decomposition of binary error

mean (1280 km) Scale I=8 (640 km) Scale I=7 (320 km)
e > 24 — 2 > 2 __| [ >

Scale 1=6 (160 km) Scale I1=5 (80 km

Scale 1=3 (20 km) Scale I=2 (10 km)

> 2
.}
- g

. ﬁqf/{

.
L

L L
E,A6 = 2 E,, MSE, = ZMSEU,,
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" A
MSE skill score

MSE,, - MSE

S S _ u,l,random _ 1

“' MSE MSE

MSE

u,l

- 2e(1-¢€)/L

u,l,random

ulbest —

Sample climatology
1 (base rate)

640
320 0
160
spatial go -1 binary
scale MSE skill
(km) 40 .2 score
20
10 -3
5
-4

013211618 1412 1 2 4 8 16
threshold (mm/M)
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Example: Intensity-scale verification of
precipitation forecast over USA

Q
o
530
“ <
S u 320

Which spatial scales are well represented and which
scales have error?

How does the skill depend on the precipitation intensity?

4th Int'l Verification Methods Workshop, Helsinki, 4-6 June 2009 36



"
Intensity-scale results

Intensity—scale MSE skill score

Spatial scale {km)

1 2 5 10 20 50
Threshold {rmm)

—

Which spatial scales are well represented and which
scales have error?

2. How does the skill depend on the precipitation intensity?

4th Int'l Verification Methods Workshop, Helsinki, 4-6 June 2009
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What is the difference between
neighborhood and scale decomposition
approaches?

Neighborhood (fuzzy) verification methods

Get scale information by filtering out higher
resolution scales

Scale decomposition methods

Get scale information by isolating scales of
interest
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Object-oriented methods
- evaluate attributes of features

4th Int'l Verification Methods Workshop, Helsinki, 4-6 June 2009
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Feature-based approach (CRA)

Ebert and McBride, J. Hydrol., 2000

Define entities using threshold (Contiguous Rain Areas)

Horizontally translate the forecast until a pattern
matching criterion is met:

minimum total squared error between forecast and observations

maximum correlation

maximum overlap

The displacement is the vector difference between the
original and final locations of the forecast.

Observed Forecast
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CRA error decomposition

Total mean squared error (MSE)
M SEt =M SEdisplacement + M SEvolume + M SEpaz‘z‘ern

otal ~—

The displacement error is the difference between the mean square error
before and after translation

M SEdisplacement =M SEtotal -M SEshiﬂed

The volume error is the bias in mean intensity
MSE, =(F-X)>

volume

where F and X are the mean forecast and observed values after shifting.

The pattern error, computed as a residual, accounts for differences in the
fine structure,

MSE

pattern

=M SEshifz‘ed -M SEvo/ume
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Example: CRA verification of
precipitation forecast over USA

ST2mI_2005060100.g240.txt  precip. vol. 1.2757 km® wrf2cops_2005053100.9240.124.txt  precip. vol. 1.5230 km®
-112 -108 -104 -100 -96 -92 —-88 -84 -80 -112 -108 -104 -100 -96 -92 -88 -84 -80

inch

hundredths of on

1. What is the location error of the forecast?

2. How do the forecast and observed rain areas compare? Average
values? Maximum values?

3. How do the displacement, volume, and pattern errors contribute to the
total error?

4th Int'l Verification Methods Workshop, Helsinki, 4-6 June 2009
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wrfZ fest 20050601 hour D0—24 CRA 20050801

120
&; [ ]
0 g o z
L 80r ]
= [ ]
L 60 -
2 [ ]
= F -
£k L5 -
( 5 + +
. = T o gt 1
oo — £ . W#*é +EE+*+ :
) 4] R L
¢ 20 40 60 BO 100 120
Analyzed rainfall
=uy wrf2 24h fost 20050601 n=8423
— (33.49°,—102.28°) to (37.77°,—96.00%)
Analysis 20050601 Verif. grid=0.042° CRA threshold=1.0 mm/h
: { ________________________________

Analysed  Ferecast

# gridpoints 21 mm/h 3304 3597
Average rainrate {mm/h) 3.58 3.61
Maximum rain {mm/h) 119.63 39.12
Rain velume (km?) 0.51 D.52

Displacement (E,N} = [2.20°1.92°] max.corr matching

Original Shifted
A= RMS error (mm/d) 12.81 10.24
 mooanoo) Carrelation coefficient =0.167 0,205

Error Decompaosition:
Displacerment error 36.1%
Volume error Q.0%
Pattern error 63.9%




wrf2 fcst 20050601 hour OO 24

Predicted rainfall {(shifted)

CRA 20050801

30 L LN B N LI B L NN B NN B B LR
+ ]

25 +jir+ .
+ -

20 " + + :
++_3; + 1

15 ++++ —
_ﬁ. .

+ 4+ ]

+ ]

5 ._}1.__:- .
F + ]

Q it 1

] 5 19 15 20 2& 30

Analyzed rainfall

wrf2 24h fest 20050801 n=11007
(37.52°,—101.29°) to (45.29°,—94.65%)

Verif. grid=0.042° CRA threshald=1.0 mm/h

Analysed
# gridpoints 21 mm/h 4840
Average rainrate {mm/h) 1.52
Maximum rain {mm/h) 21.08
Rain velume (km?) 0.26

Foarecast

5699
2.68
27.69
0.46

Displacement (E,N} = [0.52°,—0.84°] max.corr matching

Original

RMS error (mm/d) 5.11

Carrelation coefficient —0.040
Error Decompaosition:

Displacerment error 18.7%

Yolurme error 4.9%

Pattern error 76.4%

Shifted
4,65
0.193



Sensitivity to rain threshold

wrf2 fest 20050601 hour 00—24

tﬁ

10 rlnm '1 _éoo )

Analysis 20050601

yrkshop,

wrf2 fcst 20050601 hour OO 24
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MODE — Method for Object-based

Diagnostic Evaluation
Davis et al., MWR, 2006

N
)

Two parameters: W ‘

1. Convolution radius
2. Threshold

4th Int'l Verification Methods Workshop, Helsinki, 4-6 June 2009



MODE object matching/merging

Stagell WRF Compare attributes:
Y1 W s Y1 - centroid location
- intensity distribution
- area
- orientation
- etc.

When objects not
matched:

- false alarms

- missed events

- rain volume

- etc.
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"
MODE methodology

Convolution — threshold

ldentification g

process
Measure Fuzzy Logic Approach
Attributes Compare forecast and
observed attributes
Merging Merge sinPIe objects into
clusters
Matching Compute interest values

|dentify matched pairs

Comparison

Accumt_JIate and examine
comparisons across many
Summarize cases

4th Int'l Verification Methods Workshop, Helsinki, 4-6 June 2009
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Example: MODE verification of
precipitation forecast over USA

ST2mI_2005060100.g240.txt  precip. vol. 1.2757 km® wrf2cops_2005053100.9240.124.txt  precip. vol. 1.5230 km®
-112 -108 -104 -100 -96 -92 —-88 -84 -80 -112 -108 -104 -100 -96 -92 -88 -84 -80

hundredths of on

What is the location error of the forecast?

How do the forecast and observed rain areas compare? Average
values? Maximum values? Shape?

What is the overall quality of the forecast as measured by the median
of the maximum object interest values?

4th Int'l Verification Methods Workshop, Helsinki, 4-6 June 2009

49



MODE ap

Stagell

WRF  Stagell Interest

2 L 9 Ly —

4+ O 1o =

0.9665
0.9262
0.9097
0.8715
0.8494

Issue Time:  May 31, 2005 00:00:00
Valid Time:  Jun 1, 2005 00:00:00
Lead Time: 24 hours

Accum Time: 1 hours

Fuzzy Engine Weights

Raw Thresh:
Mask Bad:

Conv Radius:
Conv Thresh:

WRF
0.00 in/100
ott

15gs
5.00in/100

Stagell
0.00in/100
oft

15gs
5.00in/100

WA P 1 = e e B e L) ) = e e = D = =

e AN AP R S I S R R S S E B R A O ¢ LAl & IRV SRR

0.6808
0.6187
0.6138
0.6030
0.5992
0.5991
0.5886
0.5484
0.4399
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A

le 2009

plied to our US rain example

Displacement errors

1 25 km
2 23 km
3 30 km
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"
Sensitivity to rain threshold and
convolution radius

MMI = median of

1.0

~ maximum
interest
© 08 (overall
— goodness
€ .
£ |0 Of fit)
o
O <«
c
O
E o - 0.4
~ 0.2
0.0

5 10 15 20 25 30

Convolution Radius

(Note: This is not for the same case)
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Structure-Amplitude-Location (SAL)

Wernli et al., Mon. Wea. Rev., 2008

For a chosen domain and precipitation threshold, compute:

Amplitude error A= (D(Ryee) - D(Ryps)) / 0.5(D(Ree) + D(Ros))

D(...) denotes the area-mean value (e.g., catchment)
AE[-2,...,0, .., +2]

Location error L = |r(R.) - M(Ryps)| / dist, .,

r(...) denotes the centre of mass of the precipitation field in the area
Le]O, ..., 1]

Structure error S = (V(Ri*) - V(R,,")) 7 0.5%(V(Ri*) + V(R ps¥))

V(...) denotes the weighted volume average of all scaled precipitation objects
in considered area, R*=R /R

SE[2,...,0, ..., +2]
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Example: SAL verification of
precipitation forecast over USA

ST2mI_2005060100.g240.txt  precip. vol. 1.2757 km® wrf2cops_2005053100.9240.124.txt  precip. vol. 1.5230 km®
-112 -108 -104 -100 -96 -92 —-88 -84 -80 -112 -108 -104 -100 -96 -92 -88 -84 -80

hundredths of on

|s the domain average precipitation correctly forecast?

|s the mean location of the precipitation distribution in the domain
correctly forecast?

Does the forecast capture the typical structure of the precipitation field
(e.g., large broad objects vs. small peaked objects)?
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SAL verification results
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observed forecast

1. Is the domain average precipitation correctly forecast? A =0.21
2. Is the mean location of the precipitation distribution in the domain

correctly forecast? L =0.06

3. Does the forecast capture the typical structure of the precipitation field
(e.g., large broad objects vs. small peaked objects)? S =0.46

(perfect=0)
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Field verification
- evaluate phase errors
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Displacement and Amplitude Score (DAS)

Keil and Craig, WAF, 2009 Morphing example (old)
) Meteosat 7 LI\/I LM + displ. vectors
. . RuthEE B R
Combines distance and bl PR

amplitude measures by matching ¢ 4

forecast > observation & it it

observation - forecast
Pyramidal image matching

(optical flow) to get vector
displacement field 2> DIS

Intensity errors for morphed field
-> AMP

Displacement-amplitude score

DIS s AMP

max I 0

4th Int'l Veerification Methods Workshop, Helsinki, ~ Satellite orig.model morphed model

DAS =




Example: DAS verification of
precipitation forecast over USA

ST2mI_2005060100.g240.txt  precip. vol. 1.2757 km® wrf2cops_2005053100.9240.124.txt  precip. vol. 1.5230 km®
-112 -108 -104 -100 -96 -92 —-88 -84 -80 -112 -108 -104 -100 -96 -92 -88 -84 -80

hundredths of on

How much must the forecast be distorted in order to match the
observations?

After morphing how much amplitude error remains in the forecast?

What is the overall quality of the forecast as measured by the
distortion and amplitude errors together?

4th Int'l Verification Methods Workshop, Helsinki, 4-6 June 2009

57



DAS applled to our US forecast

Observotlons

Onglnql forecost

5o ot o e :

............................................................................................

Dis plocement veotors
-

L 7/: \‘5?\\" N e

H I - n

i A ,'.:_ A 1
: by ‘ =
Bo 7.1\004.:}% o R el

4th Int'l Verification Methods Workshop, Helsinki, 4-6 June 2009

How much must
the forecast be
distorted in order
to match the
observations?

After morphing
how much
amplitude error
remains in the
forecast?

What is the
overall quality of
the forecast as
measured by the
distortion and
amplitude errors
together?
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Conclusions

What method should you use for spatial
verification?
Depends what question(s) you would like to address

Many spatial verification approaches
Neighborhood (fuzzy) — credit for "close" forecasts
Scale decomposition — scale-dependent error
Object-oriented — attributes of features
Field verification — phase and amplitude errors
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What method(s) could you use to verify

Wind forecast (sea breeze)

—Gbserved valid 20070614 18

CMC1 OBh fest valid 200706814 18

4th Int'l Verification Metho

Neighborhood (fuzzy) — credit for "close" forec
Scale decomposition — scale-dependent error
Object-oriented — attributes of features

Field verification — phase and amplitude errors

asts




What method(s) could you use to verify

Nimrod cloud

%

22222222222
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Cloud forecast

MES cloud fraction

OOOOOOOOOOOOOOOO

Neighborhood (fuzzy) — credit for "close" forec
Scale decomposition — scale-dependent error
Object-oriented — attributes of features

Field verification — phase and amplitude errors

asts




What method(s) could you use to verify

Mean sea level pressure forecast

A

0080001

ey

A
A
o

5-day forecast
Analysis

TUED
TUE 09060271200V1
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Neighborhood (fuzzy) — credit for "close" forec
Scale decomposition — scale-dependent error
Object-oriented — attributes of features

asts

Field verification — phase and amplitude errors




What method(s) could you use to verify

Tropical cyclone forecast

Observed

 ———
850 955 @ 1000 1002 1004 1008 1010 1012 1074 1016 1020

3-day forecast
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Neighborhood (fuzzy) — credit for "close" forec
Scale decomposition — scale-dependent error
Object-oriented — attributes of features

Field verification — phase and amplitude errors

asts
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