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ABSTRACT

Comparative verification of operational 6-h quantitative precipitation forecast (QPF) products used for stream-
flow models run at National Weather Service (NWS) River Forecast Centers (RFCs) is presented. The QPF
products include 1) national guidance produced by operational numerical weather prediction (NWP) models run
at the National Centers for Environmental Prediction (NCEP), 2) guidance produced by forecasters at the
Hydrometeorological Prediction Center (HPC) of NCEP for the conterminous United States, 3) local forecasts
produced by forecasters at NWS Weather Forecast Offices (WFOs), and 4) the final QPF product for multi-WFO
areas prepared by forecasters at RFCs. A major component of the study was development of a simple scoring
methodology to indicate the relative accuracy of the various QPF products for NWS managers and possibly
hydrologic users. The method is based on mean absolute error (MAE) and bias scores for continuous precipitation
amounts grouped into mutually exclusive intervals. The grouping (stratification) was conducted on the basis of
observed precipitation, which is customary, and also forecast precipitation. For ranking overall accuracy of each
QPF product, the MAE for the two stratifications was objectively combined. The combined MAE could be
particularly useful when the accuracy rankings for the individual stratifications are not consistent. MAE and
bias scores from the comparative verification of 6-h QPF products during the 1998/99 cool season in the eastern
United States for day 1 (0–24-h period) indicated that the HPC guidance performed slightly better than corre-
sponding products issued by WFOs and RFCs. Nevertheless, the HPC product was only marginally better than
the best-performing NCEP NWP model for QPF in the eastern United States, the Aviation (AVN) Model. In
the western United States during the 1999/2000 cool season, the WFOs improved on the HPC guidance for day
1 but not for day 2 or day 3 (24–48- and 48–72-h periods, respectively). Also, both of these human QPF products
improved on the AVN Model on day 1, but by day 3 neither did. These findings contributed to changes in the
NWS QPF process for hydrologic model input.

1. Introduction

By the mid to late 1990s, quantitative precipitation
forecasts (QPFs) were being ingested into streamflow
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models at all 13 National Weather Service (NWS) River
Forecast Centers (RFCs) across the conterminous Unit-
ed States and Alaska (Fig. 1a) (National Weather Ser-
vice 1999).1 The NWS process by which the ingested
QPF product was prepared (henceforth termed the QPF
process) was complex. It involved a series of QPF prod-
ucts, including output from numerical weather predic-
tion (NWP) models run centrally at the National Centers
for Environmental Prediction (NCEP), products issued
for the conterminous United States (CONUS) by fore-
casters at NCEP’s Hydrometeorological Prediction Cen-

1 In the western United States, many local NWS forecast offices
have been issuing QPFs for RFC hydrologic applications for over 30
years.
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FIG. 1. (a) RFC service areas over CONUS and Alaska. In the RFC call letters, AK stands for Alaska,
NW for Northwest, CN for California–Nevada, CB for Colorado Basin, MB for Missouri Basin, NC for
North Central, AB for Arkansas–Red Basin, WG for West Gulf, LM for Lower Mississippi, SE for Southeast,
OH for Ohio, MA for Mid-Atlantic, and NE for Northeast. The study was conducted for RFCs highlighted
with shading. (b) WFO HSAs (light dashed lines) within the ABRFC area (heavy solid line).

ter (HPC), a product issued by forecasters at Weather
Forecast Offices (WFOs) for the hydrologic service area
(HSA; Fig. 1b) of each, and a final modified WFO QPF
prepared by forecasters/hydrologists at RFCs (Fig. 1a).
(Although each QPF product was intended to serve as
guidance for the subsequent one, it will be shown later
that they often did not agree with one another.)

In March of 1999, a team of NWS meteorologists and
hydrologists (see acknowledgments for team composi-
tion) was commissioned to study the existing QPF pro-
cess to assess its overall effectiveness. A glaring weak-
ness in the QPF process was that the inherent QPF prod-
ucts were not being verified, at least not in a comparative
sense. Thus, the team undertook a study to formulate
and conduct an objective comparative verification—the
subject of this article. One facet of this pioneering effort
involved wrestling with a number of challenging ‘‘data
problems’’ that included short historical samples and
incomplete geographical coverage of some QPF prod-
ucts, QPF and verification data of diverse types and
purposes, and disparate data archiving formats. Because
of limitations on the verification study imposed by these
data problems, the formulation of conclusions and rec-
ommendations regarding the QPF process had to rely
in part on supplemental information obtained from a
questionnaire survey of the WFOs and RFCs (noted in
section 8).

An even greater challenge involved formulating a ver-
ification methodology to measure the potential benefit
of each QPF product for RFC streamflow models. These
models currently incorporate precipitation (both ob-
served and forecast) in standard 6-h periods to model
drainage-basin runoff over those periods (Burnash
1995). Because runoff usually increases rapidly with
increasing 6-h precipitation, a key requirement for the
design of the verification methodology was for it to be
especially sensitive to forecaster skill in predicting
heavy 6-h amounts.

In most previous QPF verification studies, forecast
skill was measured by first converting precipitation ex-
pressed as continuous amounts into ‘‘exceedance’’ cat-
egories (yes–no statements indicating whether precipi-
tation equals or exceeds selected threshold amounts) and
then computing performance measures for each thresh-
old (e.g., Bosart 1980; Charba and Klein 1980; Gyakum
and Samuels 1987; Olson et al. 1995; Mesinger 1996).
Such a scoring approach is most useful when threshold
amounts that would result in a hazardous event (such
as flooding) are predetermined. In current RFC opera-
tions, hydrologic models compute the volume of pre-
cipitation runoff over drainage basins such that the stage
(height) of flow at specific points along the stream (riv-
er) is determined (Fread et al. 1995). Because these
models ingest QPFs as continuous precipitation
amounts, the forecasts should be scored accordingly.

Continuous QPF scoring was conducted in recent
studies by Colle et al. (1999, 2000), wherein exceedance
intervals were used to stratify performance scores by
precipitation amount. However, this kind of stratification
might not capture the richness of the score-versus-pre-
cipitation-amount relationship, because most precipi-
tation intervals are broad. Also, the basis of the strati-
fication was observed precipitation. Because forecast
precipitation is also used in streamflow models, an ad-
ditional stratification based on forecast precipitation
should provide beneficial information to hydrologic us-
ers. A complicating factor occurs when scores for the
two stratifications are inconsistent—a challenge that had
to be addressed in this study.

This QPF verification study includes several exten-
sions to similar studies in the formal literature. One is
that the comparative scoring included all operational
QPF products in the NWS (national as well as local;
sections 2, 3, and 4), which is unprecedented. Because
these QPF products and the verification data had diverse
forms and formats, extensive postprocessing was re-
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quired to achieve needed standardization (section 5).
The verification methodology (section 6), whose pur-
pose was to rank the accuracy of the various products,
incorporates a few techniques not previously applied for
QPFs, and it shares a few components of the generalized
verification methods of Murphy and Winkler (1987) and
Murphy et al. (1989). The results obtained from appli-
cation of the methodology to two recent historical sam-
ples are given in section 7, section 8 contains the find-
ings and operational ramifications in the NWS, and a
summary is provided in section 9.

2. Operational QPF products

The 6-h QPF products that compose the QPF process
begin with national guidance generated by operational
numerical and statistical models run at NCEP. NCEP
NWP model QPFs generated by the Nested Grid Model
(NGM; Hoke et al. 1989), the Aviation (AVN) Model
run of the Global Spectral Model (Kanamitsu et al.
1991), and the ‘‘early’’ Eta Model (Black 1994) were
all included in this study (at least in the early stages).
[See Mesinger (1996) for a concise description of this
suite of NCEP NWP models.] Also, included initially
were QPF products generated by an NGM model output
statistics (MOS) model (Antolik 2000), which was de-
veloped at the NWS Meteorological Development Lab-
oratory (MDL).2

Three manually produced products composed the bal-
ance of the QPF process at the time of this study. One
of these is the QPF graphic issued for the CONUS at
HPC (Olson et al. 1995). A second product was a com-
posite of local QPFs from 119 WFOs over the CONUS,
where a local forecast applies to the WFO’s HSA (Fig.
1b). The form of the WFO QPFs was graphical in the
eastern United States and alphanumeric station/point
data in the western United States. The third product was
a graphic generated by hydrometeorological analysis
and support (HAS) forecasters (Fread et al. 1995) at
RFCs. In the western United States, the role of HAS
forecasters was only to monitor the shortest-range WFO
QPFs for consistency with the most recent precipitation
observations and to request WFO updates when incon-
sistencies appeared. Thus, a separate RFC product was
not involved in the comparative verification in the West.

The three-tier human component of the QPF process
was designed to capitalize on the expertise and expe-
rience of forecasters within each layer. The design as-
sumed that 1) forecasters at HPC have special expertise
in the use of numerical and statistical QPF guidance
produced by collocated computer models, 2) WFO line
forecasters have in-depth knowledge of local climatic

2 An additional QPF product from an MDL statistically based mod-
el, initially included in the study, was the Local Advanced Weather
Interactive Processing System (AWIPS) MOS Program (LAMP) QPF
product (Charba 1998). This gridded product was being produced in
an experimental mode at the time of the study.

effects that should lead to finescale improvement of the
national HPC guidance, and 3) HAS forecasters have a
working understanding of the sensitivity of streamflow
models to precipitation, which should translate to ap-
propriate adjustment of the QPF product from WFOs.

3. Verification data

Two kinds of precipitation data were used for veri-
fying the QPF products. In the eastern United States,
we used the Stage III (precipitation) Analysis (Fread et
al. 1995; Fulton et al. 1998), which is now being used
extensively at RFCs as antecedent precipitation input
into streamflow models (National Weather Service
1999). This hourly precipitation analysis involves au-
tomated processing of radar-estimated precipitation
from the modern Weather Surveillance Radar-1988
Doppler (WSR-88D) network (Fread et al. 1995) to-
gether with supplemental gauge measurements and in-
teractive quality control by RFC HAS forecasters. A
positive attribute of this data type is its high spatial
resolution: the Hydrologic Rainfall Analysis Project
(HRAP) grid has a mesh length of about 4 km at mid-
latitudes. West of the U.S. Continental Divide, radar-
estimated precipitation is not reliable because of exten-
sive radar-beam blockage by the mountainous terrain
(Westrick et al. 1999). Therefore, conventional gauge
measurements were used in this region.

4. Verification domain

The study was limited to the cool season of the year
for two reasons. First, because of the great difficulty in
accurately forecasting precipitation amount during any
time of the year, it was believed that verification results
would be more meaningful during the cool season when
such forecasting is somewhat less difficult (e.g., Charba
and Klein 1980; Olson et al. 1995). Second, the vast
majority of the normal annual precipitation in the west-
ern United States occurs during the cool season (Charba
et al. 1998; Groisman et al. 2001). The incidence of
frozen precipitation (especially snow) in winter results
in error in both the Stage III Analysis and in the gauge
measurements [see Fulton et al. (1998); Colle et al.
(2000), and the references therein], but the adverse im-
pact on the verification should be the same for all QPF
products and thus of little importance in this study.

Several aspects of the verification domain, including
the historical sampling periods, the RFC service areas,
and forecast-validity periods, are summarized in Table
1. Two RFC areas were selected to represent the eastern
United States for the period-I (1 October 1998–1 March
1999) verification. They were the Arkansas–Red Basin
RFC (ABRFC) and the Ohio RFC (OHRFC) (Fig. 1a).
ABRFC and OHRFC were selected largely because of
the availability of archives of the Stage III Analysis and
WFO and RFC QPF products. In addition, the precip-
itation regime for these two geographical regions is be-
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TABLE 1. Domains for the two sampling periods. The RFC areas are defined in the text. Four 6-h QPFs that span a 24-h period compose
day 1 for period I; these 6-h QPFs were extended to compose day 2 and day 3 during period II. The day-1, day-2, and day-3 forecast ranges
are 12–36, 36–60, and 60–84 h, respectively, after the 0000 UTC model cycle time (see text).

RFC areas Historical period 6-h QPF temporal coverage

Period I
Period II

ABRFC, OHRFC
CNRFC, NWRFC

1 Oct 1998–31 Mar 1999
1 Nov 1999–31 Mar 2000

Day 1
Days 1–3

FIG. 2. Precipitation gauge network (dots) for the CNRFC service
area (light boundary).

FIG. 3. QPF product issuers (acronyms defined in text) and issue
times (light shading) relative to four 6-h valid periods (dark shading)
composing the day-1 forecast period. Timescale is UTC.

lieved to be representative of much of the eastern United
States during the cool season, because both areas are
located near a principal midwinter cyclone storm track
(Reitan 1974). A second verification period (period II),
which spanned 1 November 1999–31 March 2000, in-
volved the western United States (Table 1) because it
was found that the available WFO QPF archives for
period I in this region contained updated forecasts. (This
circumstance would have resulted in an unfair advantage
for the WFOs because the updates were issued within
the period of validity of the forecasts.) To represent the
western United States, we selected two of the three
RFCs located west of the Continental Divide (Fig. 1a),
which were California–Nevada RFC (CNRFC) and
Northwest RFC (NWRFC). These centers were chosen
because of the availability of archives of the WFO QPF
products and precipitation gauge data from a relatively
dense network (illustrated for CNRFC in Fig. 2). Fur-
ther, these areas receive most of their high annual pre-
cipitation during the cool season, as noted above.

All 6-h QPF products included in the study were
based on the 0000 UTC (NWP model) cycle for both
period I and period II. For period I, the QPFs, which
span four consecutive 6-h valid periods and project 12–
36 h from 0000 UTC, are denoted ‘‘day 1’’ in Table 1
and Fig. 3. Note from Fig. 3 that the WFO and RFC

QPFs could have benefited from later observations, be-
cause the issuance time was later than that for the NWP
models and HPC. For period II, the temporal coverage
of the 6-h QPF products was extended to include two
subsequent 24-h periods (denoted ‘‘day 2’’ and ‘‘day
3’’ in Table 1). It is noted that, although the forecast
lead times increase for the individual 6-h periods com-
posing each ‘‘day’’ and thus the corresponding verifi-
cation scores should degrade (especially for day 1), for
brevity and because of the shortness of the sampling
periods, verification data within each day were com-
bined during scoring. Also, an additional HPC QPF
product valid for a 24-h period at the day-1 range (Olson
et al. 1995) was also involved in this study. This product
was not included in the comparative evaluation of con-
cern, but it was used for formulating the verification
methodology (section 6).

5. Preprocessing the QPF products and
verification data

Because each of the operational QPF products and
verification data types was unique with regard to form
(graphic, grid, or points) and spatial resolution, exten-
sive processing was required to achieve necessary stan-
dardization for the verification. Also, it is noted that,
because this study commenced in March of 1999, some
of the QPF products have changed. The following brief
discussion of preprocessing is applicable to the opera-
tional products in use at that time.

a. Eastern United States: Period-I verification

For the two eastern RFC areas, the form of the QPF
products and verification data exhibited high uniformity.
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FIG. 4. WFO QPF product (in.) for ABRFC area (solid purple boundary) and the 6-h period ending 0600 UTC 2 Jan 1999 on (a) 4- and
(b) 30-km grid. Corresponding RFC QPF product on (c) 4- and (d) 30-km grid. WFO HSA boundaries are superimposed (dashed lines).
Clear streaks in (a) and (c) reflect missing gridpoint values.

Thus, the required preprocessing involved only some
problems in the gridding of the graphical HPC QPF
products and diverse grid meshes in which the various
products were available. To be specific, each of the QPF
products (except the NGM MOS QPF) and the verifi-
cation data were represented on a grid. [These gridded
QPF data were treated as representing spatially averaged
precipitation in this study, because the human-generated
QPF products are defined as such (National Weather
Service 1999) and most modelers agree that NWS op-
erational model-generated precipitation should be treat-
ed as areal rather than point values.] The choice of con-
ducting the comparative verification on a polar stereo-
graphic grid with a standard longitude of 1058W was
obvious, because all QPF products and the verification
data were archived with a grid of this type. The choice
of the grid mesh of 31.75 km at 608N (about 30 km at
midlatitudes) was driven largely by the facts that this
grid had been in use for verification at NCEP since 1984
(Olson et al. 1995) and that the HPC and NWP model
products were archived on it. Further, although the WFO
and RFC QPF products (as well as the stage-III veri-
fication data) were represented on the 4-km HRAP grid,

visual inspection of many cases revealed no evidence
that the finest-scale features in the QPF maps ap-
proached this spatial resolution (see Fig. 4 for an ex-
ample case). Thus, it seemed safe to assume that ren-
dering these fields on the 30-km grid would not signif-
icantly degrade the finest spatial scales.

Some properties of the graphical HPC 6- and 24-h
QPF products presented limitations in rendering this
product on the 30-km verification grid. In particular, the
manually drawn isohyets composing these charts (at the
time of this study) began with 0.25 in. (Fig. 5); that is,
precipitation under 0.25 in. was not forecast. Thus, in
the automated interpolation from the isohyetal field to
the 30-km grid [see Ruth (1992) for the method], pre-
cipitation amounts under 0.25 in. were ‘‘bogused’’ by
adding (prior to the interpolation) a fictitious 0.00-in.
contour just outside the CONUS border. Thus, it ap-
peared imperative that the bogused data values in the
HPC QPF product should be excluded from the veri-
fication (or at least their number minimized; see section
6c). Another gridding problem involved forecaster an-
notations of the ‘‘maximum point amount’’ within the
heaviest isohyets (see Fig. 5). Because an appropriate
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FIG. 5. Example HPC manual 6-h QPF graphic applicable to the
period-I verification.

method for incorporating these localized peak amounts
in the graph-to-grid interpolation was not apparent, they
were excluded. Evidence of an adverse impact of this
interpolation limitation on the HPC scores for the pe-
riod-I verification is noted in the next section. HPC QPF
graphics were upgraded for the period-II verification:
forecasters were directed to add the zero-precipitation
isohyet and to incorporate local peak amounts into the
isohyetal pattern. Thus, both of the HPC scoring limi-
tations affecting the period-I verification in the eastern
United States were averted in the period-II verification
in the West.3

The operational inauguration of the WFO and RFC
QPF products in support of the NWS QPF process in
the eastern United States occurred in the mid to late
1990s (National Weather Service 1999). The first step
in the WFO product preparation consisted of the fore-
caster drawing isohyets of 6-h mean areal precipitation
for the WFO HSA (Fig. 1b). Next, this localized contour
map was rendered on a subset of the 4-km HRAP grid
using automated graph-to-grid interpolation (Fenbers
1995). Such WFO subgrids, transmitted to the associ-
ated RFC and composited with other WFO subgrids,
formed the WFO QPF product used in this study (Fig.
4a). Note the spatial discontinuities in the composite
QPF field, which occur at neighboring WFO HSA
boundaries. The corresponding RFC QPF product was
also generated through application of interactive soft-
ware (Fenbers 1993), whereby the RFC HAS forecaster
drew the QPF isohyetal field with the WFO composite
as an underlay field. The HAS forecaster typically mod-
ified the composite by correcting for perceived QPF
error and removing the characteristic spatial disconti-

3 Some readers may question whether the HPC QPF product should
have been included in the period-I comparative verification given the
scoring limitations involved. Although this doubt is valid, the product
was retained because of its status as an integral part of the NWS QPF
process. Besides, it was found to score well (in a relative sense).

nuities at WFO boundaries. The process was completed
as the new RFC map was also automatically rendered
on the 4-km grid. The RFC product, corresponding to
the WFO product in Fig. 4a, is shown in Fig. 4c. Note
that spatial discontinuities seen in the WFO product are
absent in the latter.4

The verification preprocessing required for the WFO
and RFC QPF products (as well as the stage-III veri-
fication data) involved transposing from the 4-km grid
to the 30-km grid.5 This transposition was done by av-
eraging the fine-mesh gridpoint values within 30-km
grid boxes centered on the coarse mesh grid points.
Figures 4b and 4d show that this rerendering of the
respective WFO and RFC products did not significantly
degrade their spatial resolution. Figures 6a and 6b show
that the corresponding transposition of the stage-III data
makes the spatial resolution of the verification data more
consistent with the resolution of these (and the other)
QPF products.

b. Western United States: Period-II verification

A mix of point and gridded QPF product and veri-
fication data resulted in added complexity to the period-
II comparative verification for the two western RFC
areas (Table 1). As for the East, the NWP model and
HPC products, which were on the 30-km grid, are as-
sumed to represent spatially averaged precipitation. The
verification data and WFO QPFs, on the other hand,
pertain to specific points (Figs. 2 and 7, respectively),
and, moreover, the WFO forecast points are a subset of
the verification points. Especially considering the com-
plex mountainous terrain composing the CNRFC and
NWRFC areas, the inconsistency in scales represented
in the spatially averaged QPF and point verification data
will have an adverse impact on scores for verifying
NWP model and HPC QPF products (Cherubini et al.
2002).

Another factor relevant to the western verification is
that different preprocessing procedures between the
CNRFC and NWRFC were in operation for the point
(WFO) QPF and precipitation gauge data prior to in-
gestion into locally run streamflow models. For CNRFC,
composited point QPFs from 10 WFOs within the ser-
vice area (Fig. 7) were objectively ‘‘distributed’’ onto
the 4-km HRAP grid. The precipitation distribution

4 Although this process could still result in QPF inconsistencies at
neighboring RFC boundaries, such inconsistencies should have a less-
er negative hydrologic impact than those between neighboring WFO
HSAs. The reason is the boundaries separating RFC service areas
were drawn (long ago) such that splitting of major watersheds is
minimized.

5 Although the QPF and observed precipitation inputs to RFC
streamflow models in the eastern United States are based on the 4-
km grids, the specific inputs consist of mean areal precipitation
(MAP) for predefined stream subbasins. The MAP products, which
are obtained by averaging the 4-km grid values within the subbasins,
were not included in this verification study.
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FIG. 6. (a) Stage III (hourly precipitation) Analysis (4-km grid; in.) for ABRFC area accumulated over the 6-h period ending 0600 UTC 2
Jan 1999, and (b) the same data field rendered on the 30-km grid.

FIG. 7. WFO forecast points (dots) and WFO HSA boundaries
(dashed lines) within the CNRFC area (light solid boundary). The
WFO forecast points are a subset of the verification points in Fig. 2.

model, called Mountain Mapper (MM; Henkel and Pe-
terson 1996), preserves a point QPF value at the grid
point closest to it and applies modeled climatic precip-
itation data, called the Precipitation–Elevation Regres-
sion on Independent Slopes Model (PRISM; Daly et al.
1994), in the QPF assignment to all other grid points.
Because an identical gridding procedure was applied
to the CNRFC gauge data used in the verification (Fig.
2), an inherent correlation with the gridded WFO QPF
product arises.6 In operations at NWRFC, on the other

6 As for eastern RFCs, both the QPF and observed precipitation
inputs to streamflow models at CNRFC consisted of corresponding
MAP values derived from the corresponding 4-km grids, neither of
which was used in this study.

hand, the MM gridding procedure was not used for pre-
paring the QPF (and observed precipitation data) for
streamflow model input. Instead, the point WFO QPFs
and observed precipitation data are ingested directly into
the streamflow model.

To address scoring inequitability concerns between
the point WFO QPFs and the gridded NWP model and
HPC QPF products in the CNRFC verification, three
scoring approaches (summarized in Table 2) were ap-
plied. The most direct approach (approach 1) was to
verify all QPF products at the WFO forecast points (Fig.
7) using the corresponding point (gauge) data for ver-
ification. In this approach, the gridded NWP model and
HPC QPFs were interpolated to the WFO points. In
approach 2, all QPF products and the verifying data
were in gridded form. The gridding of the point WFO
QPF and verifying data resulted from application of the
MM model, whereas the NWP model and HPC QPFs
were in their original (‘‘raw’’) gridded forms. Approach
3 for the WFO and verifying data was identical to ap-
proach 2, whereas for the NWP model and HPC prod-
ucts new ‘‘MM grids’’ were derived. These new MM
grids were obtained by first interpolating from the orig-
inal 30-km grids to the WFO points and subsequently
applying the MM model to obtain 4-km grids. Note that
in approaches 2 and 3, the 4-km grids were coarsened
to obtain 30-km grids. As indicated in Table 2, only
approach 1 was applied in the NWRFC verification be-
cause the MM gridding technique was not used in op-
erations at this RFC when this study was conducted.

Several aspects of the three verification approaches
are noteworthy. The approach-1 method results in a neg-
ative impact on the NWP model and HPC scores because
the forms of the spatially averaged QPFs and (point)
verification data are inconsistent. In approach 2, the QPF
form inconsistency is ostensibly removed, because all
products and verifying data represent areal precipitation.
In actual fact, however, the QPF product inconsistency
inherent to approach 1 is not entirely eliminated because
the point-specific WFO QPF and verification data are
conserved in the 4-km MM grids. Also, the inherent
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TABLE 2. Forms (station points or gridded) of the QPF products and verification data embodied in three verification approaches used for
two western RFCs. The preprocessing (where needed) associated with these data forms is indicated in parentheses; ‘‘interpolated’’ denotes
bilinear interpolation from the 30-km grid and ‘‘MM’’ stands for application of the Mountain-Mapper model. For the WFO QPF and verification
data, approach 3 is identical to approach 2, and this approach differs somewhat from approach 3 for the NWP model and HPC QPFs (see
text).

RFC Approach WFO QPF NWP model and HPC QPF Verification data

CNRFC

NWRFC

1
2
3
1

Station points
Gridded (MM)
Gridded (MM)
Station points

Station points (interpolated)
Gridded (raw)
Gridded (MM)
Station points (interpolated)

Station points
Gridded (MM)
Gridded (MM)
Station points

correlation involving the PRISM climatological values
(‘‘climatology factor’’) that artificially benefits the WFO
scoring is not involved in the scoring of the model and
HPC products. In approach 3, in which all products are
based on MM grids, the climatology factor benefits all
products equally, and so this approach should be the
most equitable among the three. However, the point
specificity in the verification data remains as a problem
for the model and HPC products.

6. Formulation of a scoring methodology

Scoring techniques for QPFs, which address some
requirements for the RFC user, are discussed in this
section. In streamflow models, the volume of precipi-
tation over drainage basins is used to determine runoff
(Burnash 1995). Because runoff can increase rapidly
with increasing precipitation amount, an important scor-
ing requirement is that performance measures be strat-
ified (grouped) by precipitation amount. Such scoring
stratification is best examined on the basis of a historical
sample that contains a broad range of QPF and observed
precipitation amounts. Because the ranges of QPF and
observed precipitation amounts are much greater for 24-
h periods than for the 6-h periods for which this com-
parative verification is directed, the former period was
used in formulating the scoring methodology. Another
factor in this choice was that the length of the available
sample of the 6-h QPF product for HPC was short for
the period-I sample (covering only 1 January–31 March
1999), whereas the corresponding HPC 24-h product
was available for the full 1 October 1998–31 March
1999 period (Table 1). Corresponding 24-h QPF prod-
ucts for the NWP models, WFOs, and RFCs were based
on summations of the 6-h products.

a. Scoring measures

Scoring measures that describe the accuracy of (or
error in) spatially averaged QPFs in continuous form
essentially quantify error in the volume of predicted
precipitation. Analogous accuracy measures for contin-
uous QPFs at points measure precipitation depth error
at those points. Appropriate scores are the mean absolute
error (MAE) and the root-mean-square error (rmse;
Wilks 1995), which are defined as

N

|(F 2 O )|O i i
i51MAE 5 and (1)

N

N 1/2 
2 (F 2 O )O i i i51rmse 5 , (2) 

N 

respectively. In these equations, Fi and Oi refer to fore-
cast and observed precipitation amount, respectively, for
point i (alternatively the center point of a verification
grid box), and the summation is over the number of
cases N in the sample. Inspection of (1) and (2) reveals
that both scores have values of 0 when the QPF absolute
error | (Fi 2 Oi) | is 0 for all i, and they have positive
values otherwise. Note also that each score (especially
the rmse because the error is squared) is sensitive to
large errors in a sample—even a few of them.

Because RFC streamflow models conserve water
mass (in space and time) over hydrologic basins (Bur-
nash 1995), mass balance between forecast and ob-
served precipitation is important. The degree of mass
balance is measured by the bias (Wilks 1995), which is
defined as

N N

bias 5 F O , (3)O Oi i@i51 i51

where the notation is the same as before. Note that the
bias for a sample is always positive (or 0) and that
forecasts with no bias have a value of 1.0 (hereinafter
called perfect bias). Note further that QPFs with little
bias can have considerable utility in streamflow models
even though their accuracy might not be high. Note from
(1), (2), and (3), however, that QPFs with low (high)
error are more likely to have a good (poor) bias than
for the reverse situation.

b. Score stratification according to precipitation
amount

In some previous literature articles (e.g., Murphy and
Winkler 1987; Murphy et al. 1989; Brooks and Doswell
1996), forecast performance scores, such as those de-
fined in the previous section, have been called summary
measures. This terminology reflects the common appli-
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FIG. 8. MAE for 24-h AVN, HPC, WFO, and RFC
QPF products vs observed precipitation amount (de-
noted OBS in title) on the basis of (a) exceedance
intervals and (b) mutually exclusive (ME) intervals.
(c) The subsample sizes corresponding to (b). The un-
derlying sample is from 1 Oct 1998 to 31 Mar 1999
(period I) and the ABRFC and OHRFC areas com-
bined. HPC is not shown for intervals under 0.25 in.
because HPC did not predict precipitation amounts in
this range during period I (see text).

cation of these scores to the full available sample of the
forecasts and observations, and, thus, a single score val-
ue summarizes forecast accuracy. Such scores were ap-
plied in this study, but their stratification by precipitation
amount provides considerable additional information.
For example, Fig. 8a is a plot of the MAE for 24-h
QPFs from the AVN Model, HPC, WFOs, and RFCs
based on the two eastern RFCs (Fig. 1a) during period
I (Table 1). In this plot, the MAEs are stratified by
observed precipitation amount on the basis of exceed-
ance intervals, following the stratification technique
used by Colle et al. (1999, 2000) among others. As
expected, the MAEs rise with increasing precipitation
amount—gradually for most threshold amounts and
abruptly for the highest threshold ($2.00 in.). Of course,
with exceedance intervals, the subsample over which
each MAE value is computed overlaps to a degree with
the subsample for every other MAE value. The indi-
vidual MAE values are consequently partially redun-
dant. To address this score overlap ambiguity, we ap-

plied mutually exclusive precipitation intervals (hence-
forth called ME intervals).

Figure 8b is identical to Fig. 8a except that ME in-
tervals were used. Note that the MAE rise with increas-
ing precipitation amount is now more gradual for all
but the heaviest precipitation interval; of course, the
MAE for the highest interval is identical in both plots.
Thus, because of the slower initial rise in MAE, Fig.
8b also exhibits a sharper increase in QPF error with
the heaviest precipitation interval. In essence, the dif-
ference in shapes of the plots between Figs. 8a and 8b
occurs because the small ME intervals in the latter
sharpen the specificity of the QPF error as a function
of precipitation amount. Because this method of spec-
ifying error as a function of precipitation amount should
provide additional information to both forecasters and
hydrologic users, ME intervals were adopted for score
stratification in this study. The only known previous use
of this method of QPF error stratification was in a con-
ference preprint article (Schultz and Snook 1996) and
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FIG. 9. (a) MAE vs forecast precipitation (denoted FCST in the title) in ME intervals and (b) the subsample sizes corresponding to (a). In
(b) the number of cases is plotted above the bars for the first and last ME precipitation intervals. Otherwise as in Fig. 8.

in doctoral work by McDonald (1998), one of the co-
authors of this study. It is noteworthy, however, that
Murphy and Winkler (1987), Murphy et al. (1989), and
Brooks and Doswell (1996) applied ME intervals for
‘‘diagnostic’’ verification of NWS temperature forecasts
in a ‘‘distributions oriented’’ approach. In a subsequent
section, we discuss how the stratification of the ‘‘sum-
mary measures’’ scores by using ME intervals in this
study represents a significant step toward a distributions-
oriented verification approach.

c. Score stratification according to observed and
forecast precipitation

Stratification of verification scores on the basis of
observed precipitation, as in Fig. 8b, has been applied
in all formal QPF verification articles known to the au-
thors [recent studies include Junker et al. (1992), Olson
et al. (1995), Schultz and Snook (1996), Colle et al.
(1999, 2000), and Mao et al. (2000)]. A positive attri-
bute of this approach is that the subsample for each
precipitation interval is identical for each QPF product
being comparatively scored (Fig. 8c), and thus a com-
parison of the scores is strictly appropriate. On the other
hand, forecast precipitation is an important input vari-
able for streamflow models, and so performance scores
stratified by QPF amount should be relevant to RFC
users.

A plot of MAE (for the same sample as used in Fig.
8) in which the stratification now is according to inter-
vals of forecast precipitation is shown in Fig. 9a. Note
that in this figure the rise in MAE with increasing fore-
cast precipitation is more uniform than for observed
precipitation (Fig. 8b). Also, the peak MAEs, which are
for $2.00-in. forecasts, are substantially less than the
corresponding MAEs stratified by observed precipita-
tion. This result implies that for those days in which

very heavy precipitation is forecast the accuracy of those
forecasts is better than when such precipitation occurs
irrespective of the forecast. However, part of the in-
creased error in the heaviest interval of observed pre-
cipitation may arise from very large error associated
with rare cases of extremely large observed precipitation
amounts.

Score stratification based on forecast precipitation in-
volves a drawback in comparative verification appli-
cations, however, in that the subsamples corresponding
to the precipitation intervals vary among the different
forecast products (Fig. 9b). As a consequence, in a strict
sense it is not appropriate to compare scores among the
various QPF products with this stratification approach.
However, if the subsamples among the QPF products
do not vary greatly, a rough score comparison is pos-
sible. Indeed, Fig. 9b shows that the subsamples among
the products are generally similar, especially for pre-
cipitation amounts under 2.00 in.

[A noteworthy point concerns the bogused HPC QPFs
below 0.25 in. (see section 5a) for the period-I verifi-
cation in the eastern United States. As noted in the
captions of the scoring charts presented thus far, HPC
scores are not shown for intervals under 0.25 in. because
of the presence of the bogused QPFs. Although exclu-
sion of these HPC scores removes contamination from
the bogused QPFs in the case of the forecast-conditioned
stratification (Fig. 9), in the corresponding observed pre-
cipitation stratification bogused values could appear for
cases of observed precipitation of $0.25 in. Thus, an
experiment was conducted to see what impact the bo-
gused QPFs had on the HPC MAEs in this figure. We
found that while the fractions of bogused QPFs for in-
tervals of observed precipitation above 0.25 in. were
not minor (they ranged from 24.9% for the 0.25–0.50-
in. interval to 2.6% for $2.00 in.), the removal of these
cases from the HPC sample resulted in a negligible
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change in the corresponding MAE values (not shown).
Thus, the adverse impact of the small fractions of bo-
gused HPC QPFs was essentially lost when mixed with
the large error in valid QPFs. Therefore, the presence
of the bogused HPC QPFs for precipitation intervals
above the 0.25-in. threshold was ignored.]

As noted before, the stratification of summary mea-
sures, such as MAE (or rmse), by observed and forecast
precipitation amount employed in this study shares a
component of the distributions-oriented verification ap-
proach advanced by Murphy and Winkler (1987). These
authors show that the joint probability distribution of
forecasts and observations, on which this verification
approach is based, contains all non-time-dependent in-
formation about the relationship between these vari-
ables. Moreover, they demonstrate how the joint distri-
bution is more easily understood when factored into
conditional and marginal distributions, for which the
baseline variable constitutes the forecasts in one fac-
torization and the observations in the other (see the
above-cited article for elaboration). In addition, Murphy
et al. (1989) identify several classes of diagnostic ver-
ification methods based on the approach, one of which
consists of summary measures of the joint, conditional,
and marginal probability distributions. Of relevance is
that the technique of stratifying the MAE on observed
precipitation on the one hand (Fig. 8b) and on forecast
precipitation on the other (Fig. 9a) is an example of a
summary measure of the conditional probability distri-
butions of concern. Also, the frequency distributions for
observed precipitation (Fig. 8c) and forecast precipi-
tation (Fig. 9b) constitute the marginal distributions in
the factorizations. Thus, we find that the verification
techniques adopted for this study involve a significant
step toward a distributions-oriented approach. Still, it is
important to mention that development of the joint and
conditional probability distributions of the QPFs and
verifying precipitation data (had we pursued the distri-
butions-oriented verification scheme) would have been
difficult, considering the high ‘‘complexity’’ and ‘‘di-
mensionality’’ of the problem and the small verification
samples involved (Murphy 1991).

d. Combining accuracy scores for observed and
forecast precipitation stratifications

In this study, an important objective was to rank the
accuracy of the QPF products on the basis of the forecast
error scores given by (1) or (2). In the case of MAE,
low values are associated with high rank, and vice versa
for high MAEs. On careful comparison of the MAE
charts for the observed and forecast precipitation strat-
ifications (Figs. 8b and 9a, respectively), we find that
the accuracy rankings among the QPF products for some
precipitation intervals are inconsistent. Clear inconsis-
tencies are seen in the three ME intervals spanning 0.25–
2.00 in., and a slight inconsistency is seen in the $2.00-
in. interval. These rank inconsistencies should not be

surprising because the distributions of observed and
forecast precipitation amount (Figs. 8c and 9b, respec-
tively) are not the same. Nevertheless they present a
dilemma for objectively ranking overall QPF product
accuracy, wherein both score stratifications are consid-
ered to be important.

A technique that addresses the ranking dilemma in-
volves combining MAEs based on the two stratifications
into single scores. This merging is accomplished com-
putationally by looping through the verification sample
twice, wherein stratification based on observed precip-
itation is used in one pass and forecast precipitation is
used in the other. In essence, the combined MAE,
MAEc, within an ME interval is defined as

N MAE 1 N MAEF F O OMAE 5 , (4)C N 1 NF O

where MAEF and MAEO are the corresponding MAEs
stratified by forecast precipitation and observed precip-
itation, respectively, and NF and NO are the correspond-
ing subsamples sizes. When viewed from the standpoint
of a single map for a QPF product and the verifying
precipitation field, MAEC is the mean of the absolute
forecast error within the envelope of the areas where
forecast precipitation and observed precipitation lie
within the interval. Note that where the forecast and
observed areas coincide (overlap), a point correspond-
ing to the forecast and the observation is counted twice.

The chart for MAEC and the distribution of the com-
bined subsamples corresponding to Figs. 8 and 9 is
shown in Figs. 10a and 10b, respectively. A careful
comparison of the QPF product rankings based on
MAEC (Fig. 10a) with corresponding rankings based on
MAEO and MAEF (Figs. 8b and 9a, respectively) reveals
that MAEC blends the latter two scores as intended. Note
also, from Fig. 10b, that the subsamples corresponding
to MAEC are sums of the subsamples corresponding to
MAEO and MAEF (Figs. 8c and 9b, respectively). Thus,
where the rankings based on MAEO and MAEF diverge,
as for the AVN and HPC in the 1.00–2.00-in. interval
in Figs. 8b and 9a for example, MAEC yields a ranking
that appropriately weights the two ‘‘disparate’’ MAE
values. Of course, for precipitation intervals within
which a QPF product has either the best or worst ranking
for both MAEO or MAEF, that ranking is retained in
MAEC. Further, even when the product rankings are not
changed appreciably in MAEC, the relative MAE values
among the products can change substantially, as seen
in the $2.00-in. interval in Figs. 8b, 9a, and 10a. In
the latter example, the MAEC values for HPC and AVN
fell relative to the WFO and RFC values because the
MAEF values among all QPF products are lower than
the corresponding MAEO values, and HPC and the AVN
had many more cases corresponding to MAEF. Thus,
MAEC can serve as a useful tool for ranking the QPF
products when an account of both types of score strat-
ifications is needed.
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FIG. 10. (a) MAE vs observed and forecast precipitation combined (denoted COMB in the title) in ME intervals, and (b) the subsample
sizes corresponding to (a). In (b) the number of cases is plotted above the bars for the first and last precipitation intervals. Otherwise as in
Fig. 8.

It is important to point out that some users of the
accuracy scores developed for this study might prefer
the scores individually stratified by observed and fore-
cast precipitation rather than the combined scores. These
users would likely include operational forecasters who
wish to understand the error characteristics of the fore-
casts when amounts in various ranges are forecast or
observed. Moreover, on the basis of the interpretations
of the conditional probability distributions provided in
Murphy and Winkler (1987) and Murphy et al. (1989),
it could be argued that absolute accuracy scores strat-
ified on the basis of the forecasts contain different in-
formation (about the forecasts) than corresponding
scores stratified on the basis of the observations. In
specific terms, MAE stratified (conditioned) on forecast
precipitation amount could be interpreted as forecast
error that in part arises from the degree to which the
QPFs are not calibrated (are conditionally biased). The
corresponding MAE stratified on observed precipitation
indicates the degree to which a forecasted amount ‘‘dis-
criminates’’ among possible values of the observed
amount [also see Wilks (1995) and Brooks and Doswell
(1996) for discussions of this topic]. Thus, these two
stratifications appear to provide different views of the
QPF error, which some users might prefer. Therefore,
at the time of writing, both the combined and separate
absolute accuracy scores are provided online at a Web
site (http://www.hpc.ncep.noaa.gov/npvu/) that contains
verification data from the recently implemented national
QPF verification program (the implemented verification
methods are from this study). Nevertheless, because the
scope of the current study does not extend beyond pro-
viding a simple overall accuracy ranking of the various
QPF products, only the combined scores are considered
henceforth.

e. Scores used for assessing QPF performance

In section 6a, we noted that rmse provides a measure
of absolute forecast accuracy that could complement
that provided by MAE. To see if rmse could benefit this
study, this score was applied to the same sample of 24-
h QPFs as was used for the MAE applications in the
previous sections. It was found that, although the mag-
nitudes of the rmse were higher than corresponding val-
ues of the MAEs, the rankings of the QPF products
based on the two scores were essentially identical (not
shown). This finding was also noted in samples involv-
ing the 6-h QPF products. Thus, for the purpose of
ranking forecast accuracy in this study, we concluded
that the two scores provided essentially redundant in-
formation and that only one of them was needed. Be-
cause of its greater simplicity, MAE was chosen.

MAE was used as the primary tool to judge QPF
performance, but the forecast bias also has relevance
for the hydrologic user. As indicated previously, its role
in this study was to describe overforecasting/under-
forecasting properties of the various QPF products.
Scoring tests for the sample at hand with the bias con-
ditioned on observed and forecast precipitation (as for
MAE) resulted in scores with little utility. In particular,
the bias conditioned on observed (forecast) precipitation
indicated extreme overforecasting (underforecasting) of
very light precipitation and severe underforecasting (ov-
erforecasting) of very heavy precipitation (not shown).
Such extreme conditional bias for very small and very
large precipitation amounts probably arises as a con-
sequence of the large error inherent in QPFs together
with the characteristic spatial patterns of precipitation
fields. For example, for the case in which the bias is
conditioned on very light observed precipitation
amounts, one can readily envision frequent situations in
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FIG. 11. Bias vs precipitation amount in ME intervals. Otherwise
as in Fig. 10.

which just a small portion of the relevant area (or a few
of those points) is paired with forecast amounts that
could be greater by as much as one or two orders of
magnitude. The bias given by (3) would be very large
in this case. In converse, when the condition is heavy
observed precipitation amounts, a very small bias could
arise because a small portion of those areas could have
matching forecast values that are up to two orders of
magnitude smaller. An inverse conditional bias scenario
arises when forecast precipitation is the conditioning
variable. In essence, because the forecast and observed
values are paired and the condition is only on one of
them, the conditional bias takes into account the ac-
curacy of the forecasts. Thus, it is virtually unimagin-
able that perfect conditional bias could be achieved un-
less the forecasts were perfect.

An unconditional bias (for a particular ME interval)
was specified by simply summing all forecast and ob-
served precipitation amounts [numerator and denomi-
nator, respectively, in (3)] in a sample that falls within
the interval. The essential distinction between this bias
specification and that for conditional bias is that here
the forecast and observed precipitation data are not
paired; rather, the forecast and observed precipitation
data are summed independent of one another. Thus, per-
fect bias could be obtained for an ME interval even
when paired forecast and observed amounts never fall
in the interval; that is, the forecasts are grossly inac-
curate. This unconditional bias specification is appro-
priate for hydrologic applications, because unbiased
forecasts over a large watershed can have substantial
utility despite exhibiting poor accuracy. Thus, only the
unconditional bias was used in this study.

For the spatially averaged ABRFC and OHRFC pre-
cipitation data used in this section, the (unconditional)
bias for the various QPF products is shown in Fig. 11.
The QPF products generally exhibit moderate over-
forecasting for light and moderate precipitation amounts
and strong underforecasting for the heaviest amounts.
The overall relationship of bias to precipitation amount
is similar to that documented in previous QPF verifi-
cation studies (e.g., Junker et al. 1992; Olson et al. 1995;
Mesinger 1996; Colle et al. 2000).

f. Ranking performance among the QPF products

For this study, MAEC provides an objective basis on
which to rank forecast accuracy among the QPF prod-
ucts,7 and the bias provides a diagnosis of the degree
of overforecasting or underforecasting. Because of the
relevance to river flood forecasting, MAEC values for
the heaviest precipitation intervals warranted dominant
consideration in the ranking process. Because the heavi-

7 Note, however, that no single scoring measure (such as MAE)
can completely describe forecast quality for all users (Murphy and
Ehrendorfer 1987).

est events are also the most rare, their sample size must
be carefully considered.

In the frequency distribution of 24-h observed pre-
cipitation for the combined areas of ABRFC and
OHRFC (Fig. 8c), we see that the subsample for $2.00
in. (770 events) is clearly the smallest among all pre-
cipitation intervals. To allow one to gain an appreciation
of how this rare event total was formed, Table 3a con-
tains the number of these events (when at least one
occurred) in individual 24-h periods for the separate
RFC areas. Note that the 770 events were reasonably
well dispersed over the sampling period and the two
RFC areas: there were a total of 22 periods in which
an event occurred, over the 6-month sample. On the
other hand, the individual 24-h counts exhibit a wide
variation, and the large number of events that appear
for a small number of periods in the individual RFC
areas (82 or more events occurred in five periods) would
make statistical hypothesis tests for the MAE scores
difficult to apply [because of likely high auto- and serial
correlations in the data (Wilks 1995)]. Further, even if
statistical testing indicated the MAE differences were
significant, this would not ensure significance in a prac-
tical sense, that is, from the standpoint of, say, economic
value to a user. Thus, statistical testing was not em-
ployed in this study. Instead, for all verification samples
used in this study for which the distribution of observed
precipitation events was reasonably robust, we chose,
as a rough criterion, a difference in MAEC among the
QPF products of about 10% or more to indicate a po-
tentially meaningful difference in forecast accuracy. Ap-
plication of this criterion to the 24-h QPFs in Fig. 10a
shows that the improvement (in MAEC) of HPC and the
AVN on the WFOs is meaningful in the highest two
precipitation intervals. This approach for assessing
meaningful improvements in QPF accuracy was also
applied for the 6-h QPF products.
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TABLE 3. Number of nonzero observed precipitation events of (a) $2.00 in. in a 24-h period and (b) $1.00 in. in a 6-h period for the
RFC area and sampling period indicated. Also listed is the total number of events in parentheses and the number of (24 or 6 h) periods with
one or more events. The sampling periods begin on the first day of the month indicated and end on the last day of the month indicated. For
ABRFC and OHRFC, an event pertains to the mean precipitation amount over a 30-km grid box; the number of grid boxes is 743 for ABRFC
area and 580 for the OHRFC area. For CNRFC and NWRFC, an event pertains to a point (gauge) precipitation amount; over the sampling
period, the average number of gauge observations was 36 in the CNRFC area and 41 in the NWRFC area.

(a)

RFC Sampling period No. $2.00-in. events in 24-h period (Total)
No. of 24-h

periods

ABRFC
OHRFC

Oct 1998–Mar 1999
Oct 1998–Mar 1999

100, 21, 90, 108, 8, 118, 10, 1, 9, 3, 10, 8, 42, 2
35, 1, 33, 31, 38, 18, 82, 2

(530)
(240)

14
8

(b)

RFC Sampling period No. of $1.00-in. events in 6-h period (Total)
No. of 6-h

periods

ABRFC

ABRFC
OHRFC
OHRFC

CNRFC

NWRFC

Oct–Dec 1998

Jan–Mar 1999
Oct–Dec 1998
Jan–Mar 1999

Nov 1999–Mar 2000

Nov 1999–Mar 2000

16, 21, 37, 81, 1, 10, 7, 3, 1, 1, 8, 25, 61, 69, 55, 51, 58, 17,
2, 12, 1, 18, 38, 14, 6, 3, 17, 75, 51, 10, 47, 31, 21, 12, 1,
3, 5

3, 2, 8, 2, 5, 6, 2, 32, 9, 1, 4, 3, 31, 54, 21, 6, 3
6, 2, 1, 3, 3, 17, 51, 23, 2, 13, 1, 9, 1, 1, 31, 8, 2, 12, 14
6, 2, 46, 14, 5, 1, 29, 16, 2, 34, 60, 28, 1, 1, 1, 18, 1, 2, 10,

1, 3
1, 1, 2, 1, 1, 4, 3, 3, 1, 1, 1, 1, 2, 2, 1, 1, 1, 1, 1, 1, 1, 6, 2, 3,

3, 4, 5, 4, 3, 2, 3, 2, 1, 3, 2, 3, 3, 3, 2, 3, 4, 10, 3, 2, 1, 1,
5, 1, 1, 3, 2, 1, 1, 1, 1, 1, 4, 3, 1, 1, 1, 1

1, 1, 1, 1, 4, 1, 1, 1, 1, 1, 1, 5, 4, 5, 6, 4, 5, 1, 1, 1, 1, 2, 1, 6,
9, 1, 1, 2, 1, 1, 1, 4, 3, 2, 5, 3, 1, 1, 1

(889)

(192)
(200)
(281)

(137)

(92)

37

17
19
21

62

39

7. Results from the comparative verification of 6-h
QPF products

The comparative verification of 6-h QPF products
embodied those from three NCEP operational NWP
models, two MDL statistical models, and three layers
of human-generated products (see section 2), but for
conciseness results are presented only for what was
found to be the best NWP model for QPF (AVN) and
the three manual (HPC, WFO, and RFC) products.8

Also, because the primary purpose of the comparative
scoring was to rank the overall accuracy of the various
QPF products for the RFC user, the MAE scores for
only the combined scoring stratification are presented.

a. Period I: Eastern United States

As for the 24-h QPF scores in the previous section,
the 6-h QPF scores for ABRFC and OHRFC were com-
bined in the period-I verification (Table 1) because they

8 Some readers may be surprised that the NCEP global/spectral
AVN Model produced better QPF scores than the regional Eta Model
(e.g., Mesinger 1996). Verification statistics (computed independent
of this study and available at the time of writing online at http://
www.hpc.ncep.noaa.gov/html/hpcverif.shtml) show a year-to-year ro-
tation in the superiority of QPFs from the two models. Annual ver-
ification statistics (available at this Web site) that span the two cool
seasons included in this study show a slight superiority for AVN,
which is consistent with the findings from this study. Further, Mes-
inger (1998) noted that Eta is less competitive during winter than
during summer.

Scores from the MDL statistical models are excluded from pre-
sentation because uniqueness in the product forms from these models
precluded strict comparison with other products.

were similar. Figure 12 shows MAE and bias for the
AVN, HPC, WFO, and RFC QPF products, wherein
statistics for the four 6-h periods composing day1 are
combined. The historical sample used for this figure was
limited to the second half of period I (1 January–31
March 1999), because the gridded HPC 6-h QPF product
was not available for the first half. Note that the heaviest
precipitation interval for which the scores are shown is
$1.00 in. As shown in Table 3b, there were only 38
(17 1 21) 6-h periods in which the $1.00-in. event
occurred in the ABRFC and OHRFC areas within the
January–March 1999 record. The corresponding number
of 30-km grid boxes with this event, totaling 473 (192
1 281 in Table 3b), is considered to be adequate to
yield stable relative scores, especially because the as-
sociated numbers of forecast grid boxes among the var-
ious QPF products exceeded this number; they were in
the range 533–885 (not shown).

The MAE and bias scores for the QPF products in
Fig. 12 exhibit several noteworthy features. MAEs for
HPC are slightly better than those for the WFOs and
RFCs (over the three precipitation intervals for which
a comparison is possible; Fig. 12a), and it is surprising
that the AVN scored about as well as HPC. On the basis
of the 10% MAE difference criterion noted earlier, either
the HPC or AVN QPF accuracy in the heaviest two
precipitation intervals is better than the corresponding
accuracy of either the WFO or RFC QPFs. Another
feature in Fig. 12a is that the magnitude of the QPF
error for all products is very large, especially for $1.00
in. for which the MAE is only slightly less than the
lower bound of the interval. The corresponding bias
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FIG. 12. (a) MAE and (b) bias for the 6-h AVN, HPC, WFO, and RFC QPF products for day 1 and the ABRFC and OHRFC areas
combined. ‘‘COMB’’ in the titles denotes the combined forecast and observed precipitation stratification in the scoring. The HPC product
is not shown for intervals of less than 0.25 in. because HPC did not forecast such amounts during period I. In (b), the bias is not shown
for ,0.01 in. because the AVN value was well beyond the upper bound of the scale. The sample (shortened) spans the period 1 Jan–31 Mar
1999.

FIG. 13. As in Fig. 12a but with the HPC QPF product exluded
and for the full period-I sample (1 Oct 1998–31 Mar 1999).

chart (Fig. 12b) shows that each of the three manual
QPF products overforecast precipitation below 0.50 in.
and severely underforecast precipitation above 1.00 in.
The corresponding bias for the AVN over the three com-
parative intervals shows a slight overall improvement
on the three manual products, because it does not exhibit
the severe underforecasting in the highest interval. Also,
note HPC’s extreme bias dropoff from the 0.50–1.00-
in. interval to $1.00 in. This result is probably a re-
flection of the graph-to-grid interpolation limitation for
the HPC QPF graphic noted in section 5a, wherein an-
notations of the maximum point amount within the
heaviest isohyet were ignored. Of course, this scoring
deficiency should also have had an adverse impact on
the corresponding HPC MAE for $1.00 in. in Fig. 12a.

Figure 13 shows the comparative MAEs for the QPF
products over the full 6-month period-I sample (1 Oc-
tober 1998–31 March 1999), as made possible by ex-
cluding the HPC product. The figure shows that for the
$1.00-in. interval the improvement in MAE for the
AVN over the WFOs and RFCs almost meets the 10%
criterion. If the distribution of heavy precipitation
storms during the second 3 months of the full period
(second 3 months was used for Fig. 12) is similar to
that for the first 3 months, then it should be appropriate
to compare the MAE scores in Fig. 13 with those in
Fig. 12a. Table 3b shows that, although the sizes of the
heavy precipitation storms (as indicated by the number
of $1.00-in. events per 6-h period over the ABRFC and
OHRFC areas) were much larger during the first half
of the 6-month period than for the second half, the num-
ber of storms for the two periods was not greatly dif-
ferent [total of 56 (37 1 19) 6-h periods had one or
more $1.00-in. events during first half vs 38 (17 1 21)
for the second half]. Thus, the comparison of results in
the two figures should be permissible. Comparison of
results reveals consistency in the relative performances
of the QPF products common to both figures. This con-
sistency adds credence to the scores based on the shorter
sample in Fig. 12a. It is also noteworthy that the cor-
responding bias plot for the full sample (not shown)
also exhibited no appreciable change from that obtained
with the shorter sample.

b. Period II: Western United States

Verification scores for CNRFC and NWRFC in the
western United States from period II (1 November
1999–31 March 2000) are provided for the three veri-
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fication approaches discussed in section 5b and sum-
marized in Table 2. In regard to robustness of the ver-
ification samples, Table 3b shows that the frequency of
the number of 6-h periods for which the rarest precip-
itation event ($1.00 in.) occurred at CNRFC and
NWRFC is somewhat higher than for the period-I sam-
ple at ABRFC and OHRFC; the smaller number of re-
ported events at the western RFCs arises because the
average number of gauge observations was far less than
the number of grid boxes for the eastern RFCs (36 gauge
observations for CNRFC and 41 for NWRFC as com-
pared with 743 grid boxes for ABRFC and 580 for
OHRFC). Thus, as for the eastern RFCs, the western
sample for the rarest event is considered to be adequate
to yield approximately stable relative scores. Also, in
contrast to scoring results for the eastern United States,
the HPC scores in the West are shown for all precipi-
tation intervals (bogus QPFs were not involved), and
the scores for all QPF products span days 1–3.

The MAE and bias scores for the ‘‘station points’’
scoring approach (approach 1 in Table 2) are shown in
Fig. 14 for the combined CNRFC and NWRFC areas
(the scores were similar for the two areas) and separately
for days 1, 2, and 3. An important feature in the MAE
charts is that the WFOs scored better than HPC and
AVN on day 1, though they did not improve on HPC
on days 2 or 3. The superior performance of the WFOs
on day 1 is also evident in the corresponding bias chart,
whereas for days 2 and 3 HPC had a better bias in the
heaviest precipitation interval. These results suggest that
the WFOs focused their effort on day 1 whereas HPC
applied model guidance more uniformly over the three
forecast days. AVN is seen to underperform the WFOs
and HPC in terms of both MAE and bias, especially on
day 1. The typical bias trend of overforecasting of light
precipitation and underforcasting of heavy amounts is
especially striking for AVN.

As noted previously, HPC and AVN are inappropri-
ately scored in the station points approach, because these
QPF products represent spatially averaged precipitation
whereas the verifying precipitation amounts apply to
specific stations. Thus, the gridded scoring approaches
(approaches 2 and 3 in Table 2) should be more equi-
table. (Recall that the gridded approaches were applied
only for CNRFC because the MM gridding method was
not implemented at NWRFC at the time of this study.)
Note also that the MM (gridded) scoring approach is
appropriate for the WFOs because the WFO (station)
QPFs and verifying gauge observations are conserved
in the MM gridding scheme.

Figure 15 shows comparative scores for the station
points and gridded scoring approaches for the WFOs
and HPC (AVN is not included for brevity, and day-2
scores are not shown because they were similar to those
for day 3, as in Fig. 14). [Recall that only one gridded
approach applies to the point WFO QPFs and verifi-
cation data—gridded approaches 2 and 3 are identical—
whereas for HPC (and AVN) approach 2 involved the

raw grids while approach 3 involved the MM grids.]
Figure 15 shows that, in terms of the station-points ap-
proach, the WFOs scored better than HPC at CNRFC,
not only on day 1 but even on day 3, though to a lesser
degree for the latter. With the gridded scoring approach-
es, though, the improvement in HPC’s scores (over the
corresponding station-points scores) was greater than
that for the WFOs, such that by day 3 HPC’s MAE and
bias were better in most precipitation intervals. Two
points are noteworthy. One is that the general improve-
ment in the scores from the station-points to the gridded
approaches is expected, in part because the gridding
procedures involve spatial averaging and thus increased
spatial coherence in both the forecast and verifying
fields (Charba and Klein 1980; Bosart 1980; Gyakum
and Samuels 1987; Mesinger 1996; Schultz and Snook
1996). Another likely factor in the score improvement
is the artificial correlation introduced by the MM grid-
ding of both the forecasts and observations. The greater
and more consistent improvement in MAE and bias
scores for HPC likely reflects the inappropriateness of
verifying the spatially averaged HPC QPFs on the basis
of point precipitation data. This finding is consistent
with a similar result presented by Cherubini et al.
(2002).

Based on the above findings, the most meaningful
comparison of performance for the AVN, HPC, and
WFO QPF products in the western United States in-
volves the gridded scoring with the MM approach. The
scores based on this method for CNRFC are shown for
all three QPF products for day 1 and day 3 in Fig. 16.
The MAE charts show that the WFOs maintain their
accuracy superiority over HPC and the AVN for the
heaviest precipitation interval on day 1. By day 3, HPC
achieved a similar improvement in accuracy on the
WFOs in the $1.00-in. interval [the corresponding
scores for day 2 were similar (not shown)]. The AVN
had the poorest MAE on day 1, but by day 3 it scored
slightly better than the WFOs and almost equal to HPC.
Despite the superior MAE scored by the WFOs on day
1, their bias was not better than HPC’s bias. Also, on
day 3 HPC’s bias for the heaviest precipitation interval
is clearly better than that for the WFOs and AVN.

A comparison of the gridded scores for the western
United States with those for the East reveals interesting
findings. The day-3 MAEs for CNRFC (Fig. 16) are
clearly better than the day-1 MAEs for ABRFC and
OHRFC (Figs. 12a and 13). This result may be sur-
prising to some because of the forecasting impediment
in the western United States imposed by the upstream
data-void Pacific Ocean. The QPF performance strength
in the West is believed to be reflective of the topographic
focusing of precipitation by major mountain chains,
which makes positioning of precipitation areas less dif-
ficult than in the East. (It might also explain why RFCs
in the eastern United States are not using the newly
available day-2 and day-3 QPFs in hydrologic models,
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FIG. 14. (left) MAE and (right) bias during period II (1 Nov 1999–31 Mar 2000) based on station points scoring for (top) day 1, (center)
day 2, (bottom) day 3, and the CNRFC and NWRFC areas combined. The ,0.01-in. interval is not shown in the bias charts because the
bias is not defined for 0 and nonmeasurable gauge precipitation.

except in special meteorological situations.) Another
finding gleaned from the regional comparison is that
HPC did not exhibit the extreme underforecasting bias
in the heaviest precipitation interval in the West (Fig.

16), which marred its bias performance in the East (Fig.
12b). This result supports the conclusion drawn earlier
that the scoring limitation for HPC during period I had
an adverse impact on HPC’s scores in the East.
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FIG. 15. (left) MAE and (right) bias for (top) day 1 and (bottom) day 3 based on the station points and two gridded scoring approaches
over the CNRFC area. In the legend, ‘‘PTS’’ denotes station points scoring, ‘‘RAW’’ denotes the raw grids scoring, and ‘‘MM’’ denotes
MM gridded scoring. Otherwise as in Fig. 14.

8. Discussion

a. Contributions of human forecasters to QPF
performance

A principal aim of this study was to assess whether
each of the three stages of human intervention (effec-
tively two stages in the western United States) in the
NWS QPF process contributed additional accuracy to
the final product input to RFC streamflow models. The
verification statistics presented in the previous section
did not indicate an accuracy contribution by WFOs and
RFCs to the available HPC product in the eastern United
States. In the western United States the WFOs improved
on the HPC product for the day-1 period but not for
days 2 and 3.

To gain added insight into the human role in the
QPF process, a series of case studies for heavy rain
events were performed for both the eastern and west-
ern United States. This effort, which involved in-

spection of graphical presentations of all QPF prod-
ucts for each case as well as associated verification
statistics, yielded several findings. One was that the
adjustments human forecasters at the various NWS
offices made to the NWP guidance usually involved
changes in the spatial distribution and timing of the
model precipitation. However, as we have seen in the
previous section, such adjustments apparently did not
consistently result in a more accurate forecast, at least
for the eastern United States where verification sta-
tistics for day 1 indicated the best human QPF product
(HPC) made at best a marginal improvement on the
AVN Model (and the WFOs and RFCs performed
slightly worse than this model). In the western United
States, a clear improvement on the AVN was achieved
by the WFOs and HPC in the same forecast range.
For a single heavy precipitation event, Fig. 17 illus-
trates how WFO and HPC forecasters correctly re-
distributed the AVN-Model QPF to reflect the topo-
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FIG. 16. (left) MAE and (right) bias for (top) day 1 and (bottom) day 3 over the CNRFC area based on the MM (gridded) scoring
approach. Otherwise as in Fig. 15.

graphic focusing of precipitation by the Coastal
Mountain and Sierra Nevada ranges.9 It also shows
that WFO forecasters improved on the HPC guidance
for this day-1 6-h period, in conformity with findings
from the verification statistics for the western United
States.

Another finding was the high degree of disparity
among the manual QPF products issued by the various
NWS offices. Especially in the eastern United States for
period I, the HPC and WFO QPF products many times
diverged, sometimes even in major map features. An
example is seen by comparing the HPC QPF product
in Fig. 18 with the corresponding WFO and RFC QPF
products in Fig. 4. Note that the HPC QPF maximum
in Fig. 18 is located in western Arkansas, the WFO

9 The relatively coarse spatial resolution of the AVN Model limits
its capability to reflect orographic forcing even by major mountain
ranges. The NCEP Eta Model contains higher grid and topographical
resolutions, but it did not score better than AVN for the cool-season
samples used in this study, even in the western United States.

maximum is in southeast Oklahoma (Fig. 4b), and the
RFC maximum lies between these locations (Fig. 4d).

An additional problem was observed in the WFO QPF
composite for an RFC area. The problem consisted of
spatial discontinuities in the QPF pattern along the HSA
boundaries of adjacent WFOs, an example of which is
shown in Fig. 4. Such a product inconsistency, as well
as that noted in the previous paragraph, is believed to
have arisen from largely independent interpretations of
the various model guidance by forecasters at HPC and
at the individual WFOs. This assertion is supported by
findings gleaned from written responses to a compre-
hensive questionnaire sent to all WFOs and RFCs in
conjunction with this study.10 WFO forecasters indicated

10 Detailed results from the questionnaire survey of WFOs and
RFCs are available in the ‘‘Final Report of the Quantitative Precip-
itation Forecast Process Assessment,’’ which was available online
(http://www.nws.noaa.gov/er/hq/QPF/). It is noted that the responses
to the survey represent a good cross section of these NWS field
offices, because 101 of the 117 WFOs and all 13 of the RFCs provided
complete information.
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FIG. 17. (a) Observed (MM) precipitation analysis, (b) AVN QPF (raw), (c) HPC QPF (raw), and (d) WFO QPF (MM) (in.) on 30-km
grid for 6-h period ending 0600 UTC 14 Feb 2000. The notations raw and MM are defined in section 7b.

that they were more likely to use the direct NWP model
guidance than the HPC QPF guidance product. Further,
the propensity for independent production of the QPF
products evidently applies to neighboring WFOs, judg-

ing from the frequent spatial inconsistencies in the WFO
QPF composite. In fact, an additional finding from the
case studies was that a common function of HAS fore-
casters in the preparation of the RFC QPF product in
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FIG. 18. HPC QPF product (in.) for ABRFC area (solid boundary) and the 6-h period ending
0600 UTC 2 Jan 1999 on the 30-km grid. Precipitation amounts under 0.25 in. are bogused.

the eastern United States was to ‘‘smooth out’’ spatial
incoherence in the WFO QPF composite (see Fig. 4).

b. Ramifications of the study for NWS operations

Changes to the NWS QPF process have been imple-
mented recently as a result of findings from the QPF
verification presented in this article and a survey of all
WFOs and RFCs (noted earlier), and from managerial
considerations. The management considerations in-
volved the necessity of optimizing the use of fixed hu-
man resources in the NWS in the face of increasing
demand for products and services. The principal change
in the QPF process is that HPC’s role has been greatly
expanded. The WFO’s reduced role consists of moni-
toring the HPC 6-h QPF product and coordinating need-
ed modifications with the affiliated RFC or HPC. WFOs
retain responsibility for issuing official NWS hydrologic
forecast products, such as flood outlooks, watches, and
warnings.

Among its increased duties, HPC now routinely pro-
duces the 6-h QPF product four times daily instead of
twice daily, and, to meet the requirements for the west-
ern United States, these products have been extended
from day 1 to include days 2 and 3 during the cool
season of the year. The RFC role in the new process
involves the issuance of nonscheduled updates to the
HPC product (rather than to the former WFO product)
for one or more of the early 6-h periods of day 1. Such
updates, which are coordinated with HPC, are issued as
rapidly changing weather conditions warrant. In es-
sence, the new QPF process emphasizes an enhanced
partnership between HPC and the RFCs.

A more indirect result of this study is that a national
precipitation verification program has been inaugurated
within the NWS. Since October of 2000, verification
statistics for NWS QPF products for the preceding

month have been made available near the beginning of
the following month. This rapid feedback to forecasters
and various users of these products allows for constant
performance monitoring and adjustments to the products
as needed. The verification procedures and methodology
developed in this study have been adopted in this pro-
gram. Complete information concerning the verification
program and continuously updated verification statistics
were available online (http://www.hpc.ncep.noaa.gov/
npvu/) at the time of writing. The verification statistics
show that the new NWS QPF process is functioning in
the manner envisioned, and the QPF product scores are
generally improving with each forward step of the pro-
cess from beginning to end. A follow-up article to dem-
onstrate this encouraging result is pending.

9. Summary and conclusions

Comparative verification of operational 6-h QPF
products that form the NWS QPF process was presented.
These products included national QPF guidance from
NCEP NWP model output and from human forecasters
at HPC. It also included QPF products issued for local
geographical areas by human forecasters at WFOs and
RFCs. Extensive postprocessing of these diverse QPF
products and of the verifying precipitation observations
was required to achieve consistent scoring. In the eastern
United States, the verification was conducted on a grid
with a 30-km mesh, and in the western United States
the verification was conducted on both this grid and at
irregularly spaced points.

A significant component of the study was develop-
ment of scoring techniques for ranking the accuracy of
the various QPF products for NWS RFC streamflow
models. Because the volume of precipitation runoff
within drainage basins is modeled in this application,
QPFs expressed as continuous amounts were scored ac-
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cordingly. Also, because heavy precipitation amounts
usually result in greater runoff than light amounts, ju-
dicious stratification of the scoring measures according
to precipitation amount was applied. For the score strat-
ification, it was found that mutually exclusive precipi-
tation intervals provided a clearer picture of QPF error
versus precipitation amount than did exceedance inter-
vals. Also, in addition to the usual score stratification
based on observed precipitation, corresponding strati-
fication based on forecast precipitation was also applied,
because the latter parameter is a major input to stream-
flow models. For the purpose of ranking the overall
accuracy of the QPF products, MAE for the two strat-
ifications was objectively combined. This technique was
especially helpful in ranking forecast accuracy when
indications based on the separate stratifications were not
consistent.

MAE and bias scores from the comparative verifi-
cation of 6-h QPF products in the eastern United States
for day 1 (0–24-h period) during the 1998/99 cool sea-
son showed that the HPC (manual) QPF guidance prod-
uct performed slightly better than corresponding prod-
ucts issued for local areas by WFO and RFC forecasters.
Still, the HPC QPF was only marginally better than the
best-performing NCEP NWP model for QPF, which was
the AVN Model. In the western United States for the
1999/2000 cool season, the WFOs achieved an improve-
ment on HPC for day 1, but they failed to do so for
days 2 and 3 (24–48- and 48–72-h periods, respec-
tively). Also, both of these human QPF products showed
an improvement on the AVN Model on day 1, but by
day 3 neither of them improved on it. Comparison of
the eastern and western U.S. scores revealed that the
day-3 QPF scores in the West were better than day 1
scores in the East. This result indicates the reduction in
QPF difficulty stemming from the topographic focusing
of heavy precipitation by the major mountain ranges in
the western United States overcompensates for a pre-
sumed increase in QPF difficulty arising from the up-
stream data-void Pacific Ocean.

The study findings and managerial considerations
have led to two significant changes at NWS. One is that
the human involvement in the process by which QPFs
are produced for input into RFC hydrologic models was
streamlined. In particular, the role of HPC has been
increased, the partnership between HPC and the RFCs
has been enhanced, and the WFO role has been reduced
to monitoring and coordinating HPC and RFC QPF
products. (WFOs nevertheless retain all responsibility
associated with hydrologic forecast products.) A second,
more indirect result of the study was the institution of
a near–real time national QPF verification program at
the NWS. The verification procedures developed herein
were implemented in this program.
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